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Part I:  

The Resilience of What, to What? 
 

The next 4 steps were developed to begin to link 
concepts of resilience with the management or re-
source issues of concern. This is done by defining 

key attributes of the system (the resilience of 
what) and defining some of the disturbances and 

processes that influence that  
resilience (the resilience to what). 

 
 

 



  

 
1.1 

Bounding the System:  
Describing the Present 

 
 

Before beginning any assessment, it is 
useful to determine, at least approxi-
mately, the boundaries of what is be-
ing evaluated. Boundaries define what 
is in a system, and what is outside of 
the system. Maps, for instance, may 
outline countries or states (political 
and economic boundaries), lakes or 
rivers (ecological boundaries), fishing 
zones (management rule boundaries), 
or indigenous lands (cultural bounda-
ries). Just as systems are bounded in 
space, they are also bounded in time. 
That is, resource issues are analyzed 
and actions taken within certain time 
frames.  Planners often refer to time 
horizons, which is another way of ex-
pressing boundaries in time.   
 
The area defined by spatial boundaries 
can be small or large, fixed or vari-
able, depending upon a given problem 
or issue. For example, consider some-
one who is concerned with a lake.  
The shoreline of the lake is a natural 
boundary between water and land.  
The person may own a portion of land 
and have certain property rights (to 
build a house, to cut trees, to build a 
dock, etc.) the person may have ac-
cess to fish in the lake, but may or 
may not own any rights to the water 
in the lake.    At larger areas, neigh-
bors may comprise a set of lake users.  
At even larger scales, the person may 

be part of a villages or community 
surrounding the lake, which has a 
broader spatial boundary. And so on. 
 

There is no perfect way to set 
the boundaries of a system. 
Initial assessments may need 
to be changed as the under-
standing of the problem 
changes. 
 
 
Imagine that one day (or, more likely, 
gradually over time) the clear lake 
with good fishing begins to turn green, 
and fish populations begin to decline. 
To begin to understand what has hap-
pened, one would make some choices 
to start to bound the problem. Need I 
look only at my neighbor, the village, 
or the village and its surrounding up-
lands? Is it just this lake, or a chain of 
lakes? Each one of these would have a 
different area and spatial boundary, 
and each one would relate to a differ-
ent assumed cause for why the lake 
turned green. Similarly, once the 
cause of the green lake was deter-
mined, one might expand or contract 
the spatial boundary in looking for a 
solution. Even if there is a chain of 
lakes in trouble, can a solution be de-
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vised for this lake at the village level? 
If the problem is with land use in the 
surrounding rural system, what state 
or federal agencies need to be in-
volved? Frequently, the scale at which 
the problem is emerging and the scale 
at which it needs to be solved differ 
from each other.    
 
Experience indicates that there is no 
easy way of defining problems in 
space or time. The best approach is to 
start out with best guesses of these 
bounds, then refine or change as 
needed.  You will make your initial as-
sessment of boundaries in the as-
sessment following this chapter, but 
you should consider revisiting that as-
sessment in subsequent sections if 
need be. 
 
 
 
Simplifying the Complex: What to in-
clude, what not to include 
 

Much of the dynamics of com-
plex systems can be traced to 
a handful of variables 
 
Once one has established the bounda-
ries for thinking about a problem, 
what within those boundaries does 
one include? Everything? That would 
seem hopelessly complex—we proba-
bly needn’t know about what our 
neighbors had for dinner or when the 
village fair is to be held in order to 
understand our problem. On the other 
hand, one can imagine needing to 
know about agricultural fertilizer prac-
tices (which can lead to green lakes or 
more technically, lake eutrophication), 
the chemicals already in the sedi-
ments of the lake, the reproductive 
strategies of the fish in the lakes, the 

recreational behavior of boaters and 
fishers, the flows of water between 
lakes, or between lake and sediments, 
etc. As you might imagine, the as-
sessment can get complicated very 
quickly. 
 
Incorporating too much detail can 
hamper progress towards understand-
ing the problem and defining a solu-
tion. Too little detail, or too narrow a 
scope of study, however, can lead to 
incorrect solutions. The manager in 
charge of stocking a lake, for instance, 
may only concern herself with the bi-
ology of the fish—how many fish 
should I introduce and of what age if I 
want so many fish next year? The 
manager in charge of issuing fishing 
permits may concern himself more 
with the economics of the situation—
how much revenue can my community 
generate from permits, what is an ef-
ficient way to distribute them, what 
enforcement mechanisms are re-
quired? If the two managers never 
talk, they risk failure of the lake fish-
ery, because there will be no under-
standing of how the stocking protocols 
affect the fishing behavior of the fish-
ermen, and/or no understanding of 
how fishing strategies affect the age 
structure and breeding potential of the 
fish population. When one considers 
the potential effect of other species of 
fish on both the biology of the target 
species and on the behavior of fisher-
men—or that others using the lake for 
other types of recreation can also in-
fluence the lake fishery—the situation 
becomes even more complicated. 
 
In many analyses of natural-resource 
management—examinations of what 
went right and what went wrong—one  
dominant pattern emerges. When 
management fails it is frequently be-
cause managers have considered too 
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much detail for a narrow aspect of the 
system, and too little detail for all the 
rest. The component of detailed scru-
tiny usually depends on the training of 
the manager—a biologist will study 
the biology in great detail, an econo-
mist the economics, and so on. The 
other parts of the system are under-
stood only shallowly, or not at all. 
 
Social-Ecological Systems 
 
 

Management fails when man-
agers consider too much de-
tail for one part of the sys-
tem, and too little detail for 
the rest 
 
 
One of the early insights of resilience 
theory, then, was the need to examine 
coupled social-ecological systems. It’s 
not enough to understand the biology 
in great detail if one doesn’t also un-
derstand the dynamics of the markets 
that drive resource use, or the cultural 
attachments people may have to cer-
tain ways of doing things. A detailed 
economic analysis will be incorrect if it 
doesn’t contain information on the 
biological limits to renewing or pro-
ducing certain resources. 
 
Nor is it enough to have a team of re-
searchers or managers, each of whom 
understands a particular component—
soil quality, local markets, traditional 
practices, national environmental reg-
ulation—in great detail. In the past 
couple of decades, a new kind of sci-
ence focused on complex systems has 
revealed that understanding the com-
ponent pieces of a system doesn’t 
guarantee understanding the behavior 
of the system as a whole. We know a 

lot, for instance, about various parts 
of the human brain and how it con-
trols emotion, processes sensory in-
formation, stores memories. But mas-
tering each of these pieces still doesn’t 
tell us about the complex behaviors of 
an individual. We need to study the 
individual as a whole person—not as a 
collection of pieces—in order to under-
stand his or her behavior. And even 
then what we really need to do is un-
derstand how that individual is influ-
enced by her family, her peers, her 
community, and her culture. 
 
Mastering that level of understanding 
isn’t easy, of course. None of us is 
equipped to be expert in all fields. But 
effective management of natural re-
sources requires that one reach out 
well beyond one’s area of training or 
interest to encompass ecological, so-
cial (primarily political, cultural and 
institutional), and economic domains 
of the system. The ecological compo-
nents would include all of the non-
human living organisms, as well as the 
physical and chemical features that 
help determine their habitat or envi-
ronment, and the interactions of the 
living and non-living components of 
that system (such as soils, topogra-
phy, etc.). The social component in-
cludes the political agencies and insti-
tutions, cultural traditions, the formal 
legal systems, and the informal rules 
governing people’s behavior, among 
other things. It can also include the 
technology or technological develop-
ment that can be brought to bear on a 
problem. The economic component 
includes the formal (frequently mar-
kets and formal property rights) and 
informal (e.g., barter systems) socie-
ties have developed for allocating re-
sources and exchanging goods. We 
call each of these components a do-
main. Throughout this working book, 
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therefore, we will concentrate on at 
least these three domains, recognizing 
that each of them also includes many 
components. (You may find it helpful 
to also introduce other domains in 
your analysis and should feel free to 
do so.) When we refer to a social-
ecological system, we are referring to 
a system comprising at least the three 
domains of social, ecological, and eco-
nomic (and use social-ecological as a 
manageable label). 
 
Mastering a more holistic understand-
ing of the system also means respect-
ing the knowledge that those with dif-
ferent training and perspectives bring 
to the table – including those who 
may have no formal academic train-
ing, and whose capacity to see the 
system as a whole may be greater as 
a result.   And it is exactly that – see-
ing the system as a whole – not the 
sum of parts, but the union of parts, 
that will provide the vantage point 
from which solutions may be sought.  
Thus, throughout the assessments 

that follow in this working book, we 
encourage you to consider at least 
these three domains—ecological, eco-
nomic, and social as well as their in-
teractions. Focusing only on the eco-
logical, or economic, or social domains 
will not allow an effective resilience 
analysis. 
 
 

Building resilience requires in-
tegrating ecological, social, 
and economic perspectives. 
 
 
The activities that follow are intended 
to help define the system, and its key 
ingredients. We will call this whole ag-
glomeration—the natural resource, the 
people managing it and using it, the 
institutions governing access, com-
mercial and non-commercial values, 
the ‘focal system’.  We’ll be evaluating 
various aspects of this system in sub-
sequent chapters. 
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Fundamentals: What is a Social-Ecological System?  A system is a group or set 
of connected components that comprise a unified object.  Systems can be living, such as the 
human body, which is made up of genes, cells, tissues and organs.  Systems can have living 
and non-living components, such as an ecosystem, which is made up of plant, animal (bi-
otic), water, air, and nutrient (abiotic) constituents. Social-ecological systems have strongly 
coupled ecological and societal components. For example, in many coastal fishing communi-
ties, marine resources are usually tightly integrated with the local economy, culture, and 
political dynamics.  In other social-ecological systems, ecological components may include 
grasslands, reefs, forests, lakes, wetlands, or other sets of natural resources. The social 
components may be the individuals, organized groups, and institutional rules used to guide 
interactions with the ecosystem. These actions and interventions are developed to manipu-
late ecological systems to receive goods and services for the benefit of humans.  
 

  
 
Figure 1: Conceptual diagram of elements of a social-ecological system. Human 
systems, comprised of individuals, groups, networks and institutions (rules, regu-
lations and procedures) intervene to obtain goods and services from ecosystems. 
Actions and interventions include the removal or planting of vegetation, harvest of 
animals, irrigation of landscapes, and construction of systems to control floods. 
These interventions directly and indirectly modify ecosystem structure and func-
tion. 
 

 
 
 

Social-Ecological System 

Ecosystem Goods 
Fuel Fiber, Food, others 

Ecosystem Services 
Water Treatment, Recreation, 

Others 

Human System 
Individuals, Groups, 

Institutions 

Ecosystem 
Structure and Func-

tions 

Actions 
(logging, fishing) 
Interventions 
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1.2 
Expanding the System:  

Multiple Scales 
 
 

 
In the first chapter (Defining the Sys-
tem), you drew a line on the map 
around an SES or resource system for 
study. In doing so, you determined 
the spatial extent of the system under 
consideration. When we study natural-
resource systems, one way to organ-
ize the effort is by spatial scale. If we 
want to understand what is happening 
to a drought-stressed forest, for in-
stance, we could look at a single tree, 
a patch of trees of similar age, a stand 
of trees in the same watershed, or a 
large forest that could span multiple 
regions. Considering social processes, 
we may examine different levels of 
social organization instead of studying 
spatial scale. One could look at com-
munities of different sizes, for in-
stance, from households to neighbor-
hoods, to cities, states and nations. 
Similarly, in economic systems we can 
study individual firms, entire sectors, 
or global economies. The scale or 
scales at which we focus our investi-
gation will determine, to some degree, 
what we are able to learn about the 
problem at hand. 
 
Each of these spatial scales or levels 
of social organization can also be re-
lated to a particular temporal scale, 
measured roughly by the average life-
time of the entity in question. Individ-
ual forest trees last a few decades. A 
stand of trees can last several dec-

ades; even though individual trees 
within the stand have died, the stand 
itself persists. A large forest can last 
for centuries, even if patches die off or 
burn down.  [Please refer to Funda-
mentals for depictions of systems over 
scales of space and time.] 

 
Similarly, any given household lasts 
for the lifetime of those in the house-
hold; a city can last for centuries.  

 
For ecological systems such as forests, 
lakes, or prairies, we frequently think 
of a clear relationship between spatial 
scale and temporal scale, with small 
things (individual trees) having short 
lifetimes and larger things (whole for-
ests) having longer lifetimes. Things 
may not be as clear-cut in social sys-
tems—while cities can last for centu-
ries, the nations that claim those cities 
can come and go. Larger ‘things’ may 
actually have shorter lifetimes in social 
systems. 

 
We can represent this on a graph by 
putting spatial scale on one axis (or 
level of social organization for social 
systems) and time on another. For 
ecological systems, small things have 
short lifetimes, and so we put a ‘blob’ 
in the lower left of the graph. (It is a 
‘blob’ and not a point because trees 
can vary in size, and there can also be 
variation in their age when they die. 
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So we try to span the relevant sizes 
and lifetimes with the blob.) Larger 
things have longer lifetimes, and so 
the blobs go up and to the right. So-
cial systems may follow the same pat-
tern, or deviate from it.  
 
 
Examining more than one scale 
 
This graph, however, represents an-
other important point. Not ALL spatial 
and temporal scales are important in 
understanding what is going on in the 
world. If we wanted to understand ur-
ban traffic patterns, for instance, we 
might want to look at travel decisions 
individual households are making. We 
may also want to look at what is hap-

pening at the neighborhood level—the 
collection of households within the 
same school district, for instance. We 
may look at all the neighborhoods that 
border a particular highway. But we 

wouldn’t look at single households, 
and then all combinations of two 
households, three households, four 
households, sixty-three households, 
ninety-one households, and so on. We 
pick those collections of houses that 
make some intuitive sense to us.  
 

In ecological systems, small 
things change quickly and 
large things change slowly. 
The same may not be true in 
social systems. 
 
Complex social-ecological systems op-
erate across a range of scales. If we’re 
interested in something happening at 
a particular geographic scale—our city, 

for instance, we usually need to un-
derstand something about what is 
happening at smaller scales (house-
holds and neighborhoods, as an ex-
ample) and larger scales (the state 
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and national level, for instance). Simi-
larly, we may wish to study the health 
of a particular tree; to do so we might 
wish to know what is happening to its 
smaller-scale component parts (leaves 
and roots) but also to higher-scale 
components such as the neighboring 
trees (a stand) or the entire forest. 
Tackling too many more scales may 
make the analysis hopelessly com-
plex; tackling too few will eliminate 
critical details and processes. 
 

The management and sustainability of 
systems depends on how these differ-
ent scales interact with each other—
what is sometimes called cross-scale 
interactions. But that is the subject of 
another chapter (Panarchy). Below, 
you are only going to identify the 
scales above and below your focal 
scale. 
 

To understand system dy-
namics, at least 3-5 variables 
that operate at different 
scales are needed. 
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Fundamentals: A Focus on Scales 
Scale has two meanings, each relating to measurement of objects.  One defines a unit of 
measurement.  A meter, foot and degrees Celsius are different scales, and measures of ob-
jects are made using multiples or fractions of these units.  For example, it is 18 degrees 
outside, and my dining room table is 30 inches or 76.2 cm wide.  The other definition of the 
word has to do with relationships among measured units and is derived from the Latin word 
scalaris for ladder.  A common meaning of scale (such as a map scale) is a ratio of units.  
For example the scale of a road map is 1:50,000, where 1 centimeter (cm) on the map 
equals 50,000 cm on the ground.   
 
A related term is a dimension, which is any measurable entity.  Length and width are meas-
ures of spatial dimensions.  Time is another dimension, in units of seconds, minutes, days, 
years.   
 
In the types of systems of our concern, two more scale concepts are useful; grain and ex-
tent. A grain is defined as the unit of the smallest resolution of measure for a given system 
dimension. The resolution of a computer screen is defined by the size of picture elements 
(pixels) that make up the screen, and is a good example of a grain component of scale. The 
extent of a data set defines the bounds of measurement of a system object.  Continuing the 
computer screen example, the size of the set of pixels (number of rows and columns) is the 
extent.    For two-dimensional spatial data, such as a map, the extent is also called the win-
dow of the map.  In temporal data, the grain is usually defined as the minimal time unit, 
such as minute, day, or year, and the extent is the period of record used in analysis.  
Therefore, scale is defined here by two components: the grain and extent.  These concepts 
are demonstrated in the set of pictures found in Figure 2. 

 
 

 
Figure 2: Aerial images of Everglades covering different scale ranges.  A) Individ-
ual plants and trees are visible within a window spanning 10 m, b) Plant associa-
tions (marshes and tree islands) are seen at a window of 300 m, c) landforms and 
watersheds are seen at a window of 300 km, and d) geologic features, and tropical 
cyclones are visible at windows of 1000 km. 
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1.3 

Linking the Past to Present: 
Historical Timeline 

 
 

Prior analyses of social ecological sys-
tems indicate that developing a his-
torical profile of different regimes is 
useful for understanding resilience.  In 
the first part of this section, you de-
fined the system in terms of spatial 
dimensions.  This chapter will expand 
that understanding in the temporal 
dimension.  Historical profiles can re-
veal the history of human interven-
tions and management actions, how 
understanding and values of the sys-
tem have changed and patterns of 
slow and predictable change inter-
spersed by episodic and rapid change.   
 
Social ecological systems undergo 
change over time.  Those changes can 
be slow and predictable, or they may 
be fast and unforeseen.  In this as-
sessment you will create a historical 
profile of the system identified in the 
first set of assessments. The history 
should focus on different eras (such as 
management era or economic era) 
and why these eras changed.  This 
should not be a detailed reconstruc-
tion, but rather a broad overview of 
different time periods that have a logi-
cal grouping.  What is important is to 
determine what is different among 
these time periods, and what led to 
these changes in the system.  The 
eras may be characterized by political 

differences such as a community or 
local led initiative for a certain period 
of time that is replaced by a govern-
mental led project. These may be 
economic changes, such as a shift in 
markets or resource use. The eras 
may be characterized by ecological 
changes such as the loss of species, 
change in habitats, or collapse of pop-
ulations. The eras may be character-
ized by technologic changes, such as 
the advent of new forms of irrigation. 
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Everglade Water Management Timeline, late 1800s to late 1900s 
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1.4 
Resilience To What? 

- Disturbance 

 
 

Systems often change state as the re-
sult of disturbances. Indeed, the loss 
of ecological resilience becomes obvi-
ous when a disturbance that had oc-
curred in system many times before 
all of the sudden generates a shift in 
state. Disturbances can external to the 
system—a hurricane, for instance, 
Disturbances may be a management 
tool-such as prescribed fire.  
 
What, exactly, is a disturbance? There 
is no universally agreed upon defini-
tion. A general description is that a 
disturbance is anything that alters the 
state of the system. This could en-
compass many phenomenon that are 
quite regular and predictable—
seasonal weather changes, for in-
stance, or new government budgets. 
Of course, some seasonal weather 
changes do cause a disturbance—an 
unusually harsh winter, or a shift in 
the timing of spring snowmelt due to 
climatic change. 
 
Of course, many human activities 
could be said to fall into this category 
as well. Natural-resource managers 
should be interested in these types of 
activities, though, and for the purpose 
of working through these assessments 
we would categorize them as a distur-
bance for three reasons: (1) Human 
activities are often recent relative to 
the age of the natural-resource sys-
tem being managed. They therefore 

still constitute novel change to which 
the ecological system may not be fully 
adapted. This can be true even if the 
human activity is several centuries 
old. This is particularly true in cases 
where (2) The nature, magnitude, or 
impact of the human activity is chang-
ing over time. This often happens due 
to increasing population size, changes 
in technology, or changes in policy 
and management strategies. Further-
more (3) Many human activities are 
designed to provide greater quantities 
of a desired resource. This is a per-
fectly reasonable strategy, but often 
has the effect of moving the system 
closer to a threshold between states—
in other words, making it more likely 
to change when disturbed. Finally, (4) 
disturbances may be a useful man-
agement tool in moving a system from 
undesirable to desirable states.  
 
 

By trying to maximize use or 
control disturbances, humans 
can decrease the resilience of 
managed systems. 
 
 
This last point suggests that distur-
bances needn’t be considered in a 
negative way. Some degree of distur-
bance is actually necessary to main-
tain the resilience of the system. Eco-
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systems that have existed in relative 
isolation, for instance, rarely experi-
encing the arrival of new species can 
be extremely susceptible to invasion if 
new species do appear. Disturbances 
can help maintain diversity in ecologi-
cal systems—a pool of species 
adapted to different conditions. Dis-
turbances in human communities can 
help forge the policies and alliances 
that provide the capacity to weather 
the next disturbance. And human dis-
turbances to natural resource systems 
have been essential in our develop-
ment of agriculture, urbanization, 
technology, and the arts. Disturbances 
are an inherent part of our social and 
ecological systems. For this reason, 
management strategies that try to 
overly suppress disturbance often 
backfire. The ecological (or human) 
system loses its capacity to respond to 
disturbance, and small disturbances 
can then have large consequence for 
the system (since management can 
never suppress all disturbance).  
 
Disturbances can be characterized in 
many ways—by their frequency, dura-
tion, severity, or predictability, to 
name just a few. For our purposes, we 
will consider a few categories. 
 
The first would be ‘pulse’ versus 
‘press’ disturbances. ‘Pulse’ distur-
bances are events that occur and then 
cease before recurring (if indeed they 
do recur). ‘Press’ disturbances would 
be unremitting. While most distur-
bances are likely to be pulse distur-
bances—plowing, hurricanes, disease 
outbreaks—some may be press (for 
instance, a grazing land that is 
stocked year round). 
 
For pulse disturbances, it can be use-
ful to know if they are regular (rela-
tively predictable in their occurrence) 

or sporadic (coming somewhat unpre-
dictably). Many of the most important 
disturbances, and those that can be 
most difficult to manage because of 
the uncertainty associated with them, 
are sporadic. Droughts or floods, for 
instance, occur at multiple frequen-
cies, not just one.  It is also useful to 
know whether the system has had 
time to fully recover between events 
or only partially recover, or what the 
probability of only partial recovery 
would be.  
 
 

Some disturbance is neces-
sary for maintaining or en-
hancing resilience. 
 
 
For both pulse and press disturbances, 
the magnitude of the impact should 
also be characterized. For some dis-
turbances, the impact may always be 
large, or always small. For others—for 
instance, fire—the magnitude may 
vary, depending on the severity of the 
event. One should also assess whether 
the nature of the disturbance is 
changing over time, and in what way. 
Is it becoming more frequent, more 
severe, less damaging? Finally, it is 
useful to know whether the nature or 
magnitude of the disturbance can be 
influenced by local practice or policies, 
or whether it is beyond the control of 
stakeholders. 
 
Taken together, all of the disturbances 
in a natural resource system can be 
taken as a ‘disturbance suite’.1 Multi-
ple disturbances can be particularly 
                                                 
1 In the ecological literature, this is often called 
a disturbance regime, but this use of the word 
regime is distinct from that which appears in 
other chapters. To avoid confusion, we use 
disturbance suite here. 
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critical. If one disturbance has already 
moved the system towards a thresh-
old, and another occurs before the 
system has time to recover, the cross-
ing of a threshold is more likely. Recall 
that overly suppressing disturbances 
can reduce the resilience of a system, 
and many disturbances cannot be al-
tered through management action. 
Therefore, if disturbances become in-
creasingly large or frequent, a goal of 
management should be to keep the 
system further from a threshold than 
would be necessary if disturbances 
were small or infrequent. 
 
In the activities that follow, you’ll be 
characterizing the disturbances in your 
own system, and some of the impacts 
of those disturbances. You’ll learn 
more about thresholds in the next few 
chapters, and will return to distur-
bances thereafter to assess which 
threshold(s) they may be pushing the 
systems towards. 
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Part 2:  
Assessing Alternate  

States and Thresholds 
 

The next 2 steps are structured to assess possible al-
ternate states of your system, and the processes or dis-
turbances that could cause the system to ‘flip’ from one 

state to another. 
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2.1 

Alternative States 
 
 
 
Many ecosystems show consistent 
traits over long periods of time. Gras-
sy savannas can stay grassy savannas 
for decades; large-scale ocean cur-
rents such as the Gulf Stream can 
show substantial persistence; once al-
gae chokes a lake it can be difficult to 
remove.  
  
The existence of these long-term and 
persistent characteristics led scientists 
to recognize a phenomenon known as 
‘stable states’. ‘Stable’ in this sense 
doesn’t imply complete lack of change. 
There can be some degree of variation 
while the overall characteristics of the 
system remain largely the same. 
Grasses may grow well in some years 
and be less abundant in others but the 
overall landscape still looks and func-
tions like a grassy savanna. The Gulf 
Stream may drift to the east in some 
years, but it is still flowing, and still 
recognizable as the Gulf Stream. Wa-
ter temperature and nutrient concen-
trations in the lake may fluctuate, but 
the lake may still be clogged with al-
gae. 
 
Consider the savanna example in 
more detail. Savanna ecosystems are 
comprised of grasses with a few trees 
or shrubs. For some savannas, there 
may be only one possible stable 
state—one combination of grassy and 
woody plants that tends to persist 

over time. (Scientists frequently de-
termine the number of stable states, 
and their proportions of woody and 
grassy plants, mathematically, but we 
won’t go into the details of that here.) 
One way of representing system 
states is to use a ‘ball and basin’ dia-
gram. The stable point in the system 
is represented as the bottom of the 
basin. The current state of the system 
is represented by the position of a 
ball. The ball will tend to roll towards 
the bottom of the basin—towards the 
stable point—in this case taken as 
25% woody plants and 75% grassy 
plants. If the system is perturbed 

away from that stable point—if some 
woody plants are harvested for fuel, 
for instance—the system (ball) will 
temporarily move away from that sta-
ble point, but will eventually drift (roll) 
back. 

0 % wood
100 % grass

100 % wood
0 % grass

25 % wood
75 % grass



23 

alternative states 

 

0 % wood
100 % grass

100 % wood
0 % grass

 
 
Multiple Stable States 
 
Frequently, though, there is more 
than one stable point. Consider a sa-
vanna system with two stable points—
lots of grass and little wood, and lots 
of wood and little grass. Each of these 
stable points has an associated ‘basin 
of attraction’—the system will tend 
towards the bottom of whatever valley 
it finds itself in. 
 
What if we start in the basin of lots of 
grass and little wood and use it as a 
rangeland—putting cattle in that eat 
some of the grass? If we only have a 
few cattle—only a little grass is ea-

ten—we are still in the basin with lots 
of grass but may have shifted slightly 
from the most stable point (bottom) of 
the basin. If the cattle were removed, 
the savanna would tend to return to 
its grassy state.  
 
But what if a lot of grass is eaten? 
Then the system may move over the 
‘hilltop’—or threshold—and into a dif-
ferent basin—the basin where there is 

little grass but a lot of wood. Even if 
the cattle are removed, the system 
will tend to stay in that basin, moving 
towards the stable state of low grass 
and high wood. 

 
The width and depth of the basins tell 
us something about how hard it can 
be to move from one basin to another. 
If the ‘woody basin’ is very steep, for 
instance, then it can be very hard to 
move the ball around, or change the 
amount of wood in the system.  If a 
basin is very wide then the amount of 
grass (or wood) can be changed by 
quite a bit before sliding into a differ-
ent basin.  

 
Dynamic nature of systems  
 
Basins that are wide and deep are re-
silient—the system once in those ba-
sins can withstand a lot of changes or 
disturbances without moving to a new 
basin. Basins that are narrow and 
shallow are less resilient—slight per-
turbations can send the system off in-
to fundamentally new states. Note 
that there needn’t be any correspon-
dence between resilient states and de-
sirable states—states we would rather 
avoid might be quite resilient (steep 
and wide basins) and states we are 
trying to achieve might be quite frag-
ile. 

 
There are four important additional 
points to make. The first is that the 
positions of the valley bottoms and 

0 % wood
100 % grass

100 % wood
0 % grass

 

 

0 % wood
100 % grass

100 % wood
0 % grass
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the thresholds or hilltops between 
them are not fixed—these too can 
change. So, for instance, if there is a 
prolonged drought, the threshold be-
tween the grassy savanna and the 
woody savanna may itself shift. We 
may have thought we were stocking 
the cattle at a point where we were 
still in the basin for a grassy savanna, 
but the shift in the threshold could 
suddenly bring us into the woody sa-
vanna—a previously ‘safe’ stocking 
level becomes unsafe if we wanted to 
avoid losing our grassy savanna. Note, 
then, that management strategies that 
bring us close to thresholds may be 
unsafe—a point we return to in later 
chapters.  
 
 

Thresholds between states 
(basins) can themselves shift, 
such that previously safe 
management practices be-
come unsafe if one wishes to 
avoid a change in state. 
 
 
The second is that some basins are so 
deep, or so wide, that once entered 
they can be extremely difficult to 
leave. In fact, some changes may be 
effectively irreversible from the per-
spective of the people alive today. 
One of the challenges of managing for 
resilience is to make the desirable ba-
sins more resilient and the undesirable 
basins less resilient, whenever possi-
ble. Another challenge is to avoid slid-
ing into the undesirable basins all to-
gether, particularly when they are 
deep or wide. Again, we return to that 
throughout this working book.  
 
 

Some states are difficult if not 
impossible to leave once en-
tered. These states would be 
highly resilient, though not 
necessarily desirable 
 
 
The third is that the basin and ball pic-
ture presented is obviously highly 
simplified. We’ve already learned the 
position of thresholds can change with 
changes in rainfall. They can also 
change depending on the timing of 
grazing—when cattle are moved onto 
and off of the rangeland. They could 
change if an invasive species ap-
peared in the system, or technologies 
for combating undesirable species 
were improved. There are many 
things that could alter the picture—
and many of them have to do with the 
ways humans are managing the sys-
tem.  
 
This corresponds to the main message 
of our previous chapters—that we 
need to think of coupled social-
ecological systems. For purposes of 
illustration, we’ve mainly talked about 
an ecological system here. But there 
would be corresponding social basins 
as well. If a community is highly de-
pendent on cattle, then the ‘grassy’ 
basin also corresponds to an economic 
basin of prosperity. Disturbances that 
altered that prosperity might lead to 
different stocking strategies, which 
could, in turn, alter the threshold be-
tween grassy and woody savannas. In 
thinking about alternative states, we 
must think about both the ecological 
and social components.  

 
The final point—perhaps a bit eso-
teric—is that there is not always a 
stable point at the bottom of the ba-
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sin. A basin can instead be anchored 
by something called an ‘attractor’. If 
there is an attractor at the valley bot-
tom rather than a stable point, the 
ball may tend to roll around in the ba-
sin a bit more. But one may expect 
the ball to roll around a bit anyway—
because the weather may be slightly 
different from year to year, or because 
people make different choices about 
the number of cattle to stock. For our 
purposes, the difference between an 
attractor and a stable point is probably 
not important. But it is probably more 
accurate to talk about alternative 
states rather than alternative stable 
states—with the understanding that a 
particular state can still show a lot of 
variation from week to week, or year 
to year, or decade to decade, and still 
be in the same basin of attraction. 
 
In the assessment that follows, you 
will be trying to define some of the al-
ternative states for your system, and 
the processes (such as grazing in the 
examples above) that might move 
your system from one state to an-
other. You’ll draw both on past experi-
ence and on future projections to 
think about what these alternative 
states—the basins—might be. Don’t 
worry for now about the exact position 
of the hilltops between them—that’s 
the subject for another chapter. Ra-
ther we’re just trying to identify the 
general basins—grassy and woody sa-
vannas, for instance. But remember to 
think about social and economic states 
as well as ecological ones as you work 
through the following assessment. 
 
 



26 

alternative states 

Fundamentals. Engineering versus Ecological Resilience.  
 A general meaning of resilience is the ability of a system to cope with stress or disturbance.  
Although many different interpretations of the meaning can be found in different fields of 
study, we focus on two meanings that were derived from the study of ecological systems; 
engineering resilience and ecological resilience.  Engineering resilience refers to how quickly 
a system can recover from a disturbance and is related to the stability of a system.  Eco-
logical resilience is defined as the capacity of a system to absorb disturbances and retain 
similar system characteristics.  A distinction between these two terms involves whether sys-
tems enter into alternative configurations, also called regimes or states.  Engineering resil-
ience assumes one system configuration, and that disturbances create a temporary change 
before returning to that configuration.  Ecosystems, and other complicated systems, how-
ever do not have just one configuration or regime.  Ecological resilience, therefore, refers to 
the amount of disturbance needed to change from one configuration to another.  A simple 
cartoon can help illustrate the differences.  

A                                                             B C  
Engineering Resilience.  We use a basic analogy of a sailboat at sea (the system) to illus-
trate the speed of return to previous regime definition.  A) Sailboats are designed to stay 
upright and counteract the forces of wind.  B) A gust of wind (the disturbance) causes the 
boat to list.  C) As the wind dies down, the boat returns to its previous state.   
 

A                                                             B C  
Ecological  Resilience.  Using the same analogy of a sailboat as the system this figure illus-
trates how the amount of disturbance (in this case the wind) can shift the system from one 
regime to another.  A) Sailboats are designed to stay upright and counteract the forces of 
wind.  B) A stronger gust of wind (larger disturbance) causes the boat to list.  C) Once it 
passes  a certain angle (righting moment = threshold), the boat will capsize.  The capsized 
position can be thought of as an alternative regime, certainly less desirable than the up-
right one! 
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Fundamentals. Social Regime Shifts.  
The social components of a socio ecologic system can undergo regime shifts as well.  As 
with the ecological regime shift, this change fundamentally alters the way the system looks 
(its structure) and functions (processes), thus creating a new regime.  
 
New regimes can involve the creation of new management institutions.  Examples include 
formal institutions such as governmental agencies to manage forest or water resources., or 
non-governmental agencies to conserve specific resources.  Regime shifts can occur with 
the emergence of informal institutions, such as new rule sets for harvesting fish among tra-
ditional fishers.    These institutions may address issues at multiple scales, from very local 
to international scales.  The table below shows how environmental events in the history of 
the Everglades led to the creation of new management institutions.   
 
One way in which new social regimes emerge is following ecological crises.  Indeed many of 
the ecological regime shifts in the previous section can be described as ecological crises.  In 
the wetland nutrient example above, new rules were developed to avoid nutrient pollution 
to from spreading.  The rules involved how water is managed, and shifts in land use 
changes, as land was purchased to create wetlands to remove the nutrients.  Regime shifts 
can also arise from shifts in social values or views.  For example, the creation of a national 
park or reserve may be a result of a conservation values.   
 
Table Box 6.  Example of social regime shifts (the appearance of new management agen-
cies or groups) that arose from environmental events in the Everglades during the 20th cen-
tury.   
 

ENVIRONMENTAL EVENT SOCIAL REGIME SHIFT 
Flood 1903 Drainage District 
Hurricanes 1920’s Corps of Engineers 
Flood 1947 Flood Control District 
Drought 1971 Water Management District 
Crisis 1983 Everglades Coalition 
Restoration 1994 Fed/State/Local Meshing Groups 
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Fundamentals. Ecological Regime Shifts    
An ecological regime shift occurs when characteristic or defining features of an ecosystem 
change.  The change fundamentally alters the way the system looks (its structure) and 
functions (processes), thus creating a new regime.  The ecological components of coupled 
systems undergo dramatic transformations, or regime shifts, as a result of human interven-
tions.   
 
All over the planet, humans directly and indirectly modify ecosystems to secure a supply of 
goods and services. In poorly-managed systems this can result in ecological regime shifts, 
for example: 
 
• Forests change and habitat is lost as humans remove trees for fuel, timber, and pulp. 
• Intensive agriculture removes native biodiversity, and replaces it with a monoculture of 

crops that are maintained by large subsidies of water, nutrients and fossil fuel. 
• Lakes, rivers and estuaries become eutrophic from non-point pollutants 
• Overgrazed rangelands become woodlands. 
• Excessive water use leads to soil salinization. 
• Over-fished coral reefs become covered with algae. 
 
Each of the examples above describes an ecological regime shift, whereby the structure and 
linkages that characterize one regime are replaced by others.  Some of the changes are 
brought about by direct manipulation, such as agriculture and forestry practices.  Others, 
such as water pollution and algae-covered reefs are the indirect result of other activities.   
Ecosystem regime shifts can be slow and gradual or fast and sudden.  In many cases, the 
alternative regimes are less productive, less desirable, and generate consequences for live-
lihoods, security and conflict. 
  

 
 
 
 
 
 
 
 
 
Photographs of alternative regimes in terrestrial systems. The grass dominated regime is 
used for grazing and is maintained by frequent fires.  Overgrazing and removal of drought 
tolerant species can cause a transition from a grass dominated landscape to one covered in 
shrubs (Mulga).  The shrub state has insufficient fuel to carry a fire .  It can take decades 
for the shrubs to thin out through competition and self-thinning, to allow for establishment 
of sufficient grass cover and fire regime to maintain the grass state. (Australia) 
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2.2 

Thresholds 
 
 

As we saw in the previous chapter, a 
fairly common way of depicting alter-

native states is with a ball and basin 
metaphor. There are other ap-
proaches, however, to depicting alter-
native states. 
 
Imagine that you own a cottage on a 
lake. You notice that in some years 
the water is cloudy with algae, in oth-
er years clear. You being to realize 
that algae levels in the lake are re-
lated to the amount of phosphorous in 
the water reaching the lake. More 
phosphorous means more algae. You 
begin measuring the phosphorous in 
run-off, measuring the cloudiness in 
the lake, and a pattern emerges. In 
years when phosphorous in run-off is 

high, the nutrient inputs stimulate al-
gae growth and the lake is cloudy. 
When it’s low, there aren’t enough nu-
trients for algal growth and the lake is 
clear. 

 
In this case, there are not alterna-
tive states of ‘cloudy’ and ‘clear’. In-
stead, the lake can have any state 
between completely clear and com-
pletely cloudy, depending on the 
amount of P (phosphorous) in the 
water. 
 
Now imagine that you have come to 
reside next to another lake. You 
continue your hobby of measuring P 
in run-off and measuring the cloudi-
ness of the lake water. But this 
time, a very different picture 
emerges. Now, for a variety of P in-

puts to the lake, the water remains 
relatively clear. But when a certain 
level T (for threshold) is reached, the 
water suddenly becomes cloudy. 
 
 
For any given level of P in the run-off, 
only one state of the lake is possible 
(clear or cloudy). When P in run-off 
exceeds the threshold T, the lake is 
cloudy. If, in the next year, P in run-
off falls below T, the lake becomes 
clear. Here there is a threshold ef-
fect—a point past which the lake sud-
denly flips from clear to cloudy. This 
type of threshold is relatively easy to 
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manage, as restoring P in run-off to a 
level below T restores a clear lake. 
The ‘flip’ to a new state is reversible. 
 
You wander off to a third lake to con-
tinue your studies. For a few years in 
a row, P in run-off is low, and the lake 
is clear. Then, one year, P in run-off is 
high (exceeds the threshold T), and 
the lake becomes cloudy. The next 
year P inputs are again reduced below 
the threshold T, and you expect a 
clear lake to re-emerge. But the lake 
remains cloudy. What has happened? 
 
As long as the lake is clear and P input 
values fall below T, the lake will re-
main clear. But if input values exceed 
T for even one year, we ‘flip’ to the 
cloudy water state. Nor will reducing P 
input values just below T restore the 
clear lake. Instead we must reduce 
them to a level T-e (e for effort) to re-
store the clear lake system. 
 
So, for a range of values of P inputs 
between T – e and T we have true al-
ternative states—either the clear lake 
or a cloudy lake is possible. Whether 
the lake is in one state or the other 
depends on what has happened in 
previous years. Once the lake be-
comes cloudy, P inputs must drop to 
T-e for it to become clear again. Once 

it is clear, P inputs must rise to T for it 
to become cloudy again. 
 
This type of ‘folded curve’ shown in 
the figure above is known as a ‘hys-
teresis’ curve (from the Greek hus-
teros, meaning ‘late’). The degree of 
the fold can tell one something about 
the reversibility or irreversibility of a 
change in state. If the fold is large 
(i.e., the distance between T and T – e 
is large), the change in state is some-
what irreversible—it will take a large 
effort to restore the clear lake. If T-e 
falls in the negative region of the x-
axis the change in state is effectively 
irreversible—since phosphorous levels 
in run-off cannot be reduced to nega-
tive levels, there is no reasonable way 
to restore the clear-lake system. If, in 
contrast, we just have a step function 
(as in the second lake we studied), 
the change in state is very reversi-
ble—one need just reduce P input lev-
els below T to restore the clear lake 
system. Managing thresholds in part 
requires understanding the degree of 
hysteresis in critical relationships, and 
whether or not changes in state are 
likely to be reversible. 
 
With supreme effort, you and the resi-
dents around the lake manage to re-
duce P inputs below the T-e level, and 
to keep them low for many years. One 
year, however, the P inputs rise 
slightly—to a level T*. This is still well 
below T, however, so you expect the 
lake to remain clear. Instead, it flips 
to a cloudy state. Why? 
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One critical insight of resilience theory 
is that the thresholds themselves can 
change as time passes. The shift in 
thresholds can lead to a loss of resil-
ience – when disturbances that could 

previously be tolerated (in this case, P 
inputs at the level T*), lead to a 
change in state.  
 
Numerous case studies suggest that 
rigid management—controlling strictly 
for a given yield in an extractive sys-
tem, for instance—tends to move the 
threshold in so that the system is less 
resilient (more vulnerable to a regime 
change). Other forms of management, 
such as adaptive management, can 
maintain the positions of thresholds or 
even move them out so that the sys-
tem is more resilient. We return to 
that in more detail in later chapters. 
 
But why does the threshold move? In 
analyzing many different lakes, scien-
tists have discovered that there are 
two main inputs of phosphorous to the 
lake water. One is from run-off—
phosphorous bound up in eroded soil 
or leached from fertilizer in farm fields 
can find its way into the lake during 
rain and drainage events. The other is 
from the lake sediments themselves. 
The amount of phosphorous released 

from the sediments depends on the 
oxygen status of the lake, and on the 
concentration of phosphorous in the 
sediment to begin with. When oxygen 
levels are low, and sediment concen-
trations are high, phosphorous is re-
leased from sediments.  
 
 

Changes in slow variables 
lead to changes in the posi-
tion of thresholds over time, 
such that systems become 
less resilient. 
 
 
But what causes low oxygen levels? It 
turns out that the decomposition of 
dead algae consumes oxygen. So, al-
gal blooms occur when additional 
phosphorous appears in the system—
perhaps from run-off. As the algae 
die, they are decomposed, and oxygen 
is used up. That lack of oxygen can 
cause the release of additional phos-
phorous, driving additional algal 
growth. 
If there isn’t that much phosphorous 
in the sediment, not much will be re-
leased, and algal growth can be con-
trolled as long as P levels in run-off 
stay below T. But if there is a lot of 
phosphorous in sediments, that P 
starts to be released. Now when P in 
run-off exceeds T*, there will be run-
away algal growth and the lack will 
become turbid (cloudy). 
 
Some of the phosphorous in run-off 
eventually finds its way into the lake 
sediment. Thus, the longer a lake has 
been experiencing the disturbance of 
elevated phosphorous in run-off, the 
more phosphorous is found bound up 
in sediments. The more phosphorous 
there is in sediments, the more likely 
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an initial algal growth is likely to ‘run 
away’—fueling phosphorous release 
and more algal growth. In other 
words, the basin for the clear-water 
state shrinks. Changes in algal growth 
and water quality that could be toler-
ated when phosphorous levels in lake 
sediments were low can no longer be 
tolerated when phosphorous levels in 
lake sediments are high. 
 
 

Management that stabilizes or 
optimizes systems tends to 
move thresholds and make 
systems less resilient. 
 
 
The key point here is that it is a 
change in a slow variable that is driv-
ing the change in the position of the 
threshold. Phosphorous in the lake 
water itself may change rapidly, but 
phosphorous levels in the lake sedi-
ment change only slowly. If we over-
look these changes in slow variables—
if we assume our lake today can al-
ways withstand perturbations of the 
size it has withstood in the past—we 
may be unpleasantly surprised. 
 
Of course phosphorous in lake sedi-
ments is only one example of a slow 
variable operating in a social-
ecological system. Nutrients in soils or 
sediments can change slowly, and so 
they are often good candidates for 
slow variables that may control thre-
shold dynamics. (Note that not all nu-
trients are created equal. In our lake 
example, algal growth was limited by 
phosphorous. So it was the change in 
phosphorous in the sediment—rather 
than, say, manganese or nitrogen—
that was important in shifting the 
threshold, even though nitrogen and 

manganese would also be slowly-
changing variables.) The population 
size or biomass of long-lived species, 
including humans, may also represent 
important slow variables. In social 
systems, culture can be a slow vari-
able, as can rules and norms. Eco-
nomically, changes in the dominance 
of a certain currency, or in the struc-
ture of markets, may be slow. 
 
Key in identifying those variables that 
will prove to be critical in shifting thre-
sholds is to first think of those attrib-
utes that are changing slowly relative 
to other dynamics of the social-
ecological system. Identifying which of 
these will prove to be critical in shift-
ing thresholds can be a bit more chal-
lenging, requiring in many instances 
in-depth natural- or social-science 
analysis and a bit of long-term experi-
ence and intuition about the workings 
of the system. One must also recog-
nize the social-economic slow vari-
ables that parallel ecological variables, 
and vice versa. Phosphorous inputs to 
lakes, for instance, are directly related 
to fertilizer markets, farming prac-
tices, and regulatory frameworks that 
may themselves be slowly changing. A 
key challenge for management lies in 
identifying critical slow variables and 
then monitoring them for change. 
We’ll begin that process in the as-
sessments to follow, but sufficient un-
derstanding and management of slow 
variables will likely require further re-
search and collaboration among natu-
ral scientists, social scientists, other 
stakeholders, and managers. 
 



 

 

 
 
 
 
 

Part 3:  
Assessing and Managing 

Cycles of Change 
 

In the next 2 steps, you will be assessing cycles of 
change in your focal system, determining how influ-

ences from finer and coarser scales influence resilience, 
and formulating a plan for managing cycles of change 

and cross-scale interactions. 



 

the adaptive cycle 

 
3.1 

Cycles of Change:  
The Adaptive Cycle 
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In a previous chapter, you defined a 
social-ecological, or focal, system. 
Most systems are not static—staying 
the same—but dynamic, in that they 
change over time and over space. This 
chapter is about those changes over 
time at different scales. System 
changes can be rapid, or slow. They 
can also be relatively predictable, or 
highly uncertain.  
 
At the core of resilience theory is the 
notion of an adaptive cycle. The adap-
tive cycle describes a general way in 
which many systems may change—
particularly the natural-resource sys-
tems we’re interested in, such as fish-
eries, forests, grazing systems, along 
with the people who use them. The 
central idea is that these changes, 
while not quite completely predictable, 
are far from completely uncertain. In-
stead, we can recognize four distinct 
phases. The way in which systems 
move from one phase to the next is 
termed the adaptive cycle. We see this 
adaptive cycle playing out across 
scales—your focal system may experi-
ence these four phases, as may sys-
tems at other scales. 
 
Let’s start with the growth, or r phase.  
The term (r) is taken from ecology, 
but it applies to other types of non-
ecological systems as well. When new 
ecological spaces open up—due, for 
instance, to forest fires, or retreating 
glaciers, or many other things—
resources needed for other species to 
grow are made available. There’s 
more light reaching the soil surface 
when large trees are toppled, or 
burned to the ground, for example. 
The nutrients in those trees are also 
released. Other agents of change or 
disturbance—such as hurricanes or 
disease—can open up new space for 

colonization and release nutrients and 
other resources for utilization. 
 
 

rr

R phase: growth / exploitation
resources readily available

Focal System

Certain species of plants and animals 
are well adapted to taking advantage 
of these newly created habitats.  
Some fast-growing species—what 
ecologists call, coincidentally, r-
selected species—are best able to take 
advantage of these conditions. These 
species tend to be fast-growing, short-
lived, and highly reproductive. They 
can rapidly colonize a site and begin 
to use the existing resources. You will 
have witnessed this yourself if you 
have ever farmed or gardened. When 
the soil is plowed, and the space and 
nutrients are made available, fast-
growing weeds quickly invade your 
plots.  
 
But we don’t just see this phenome-
non in ecological systems. Resources 
can suddenly become available in eco-
nomic or social systems, as well. Con-
sider, for instance, the possibility of a 
new business opportunity related to 
an innovative technology (such as the 
microchip). In the 1970’s many small, 
‘flexible’ companies formed and tried 
to rapidly acquire a significant share of 
the new personal computer market. 
This r-phase is sometimes called the 
growth or exploitation phase, charac-
terized by widely available resources, 
and fast-growing, small entities capa-
ble of using those resources and grow-
ing rapidly .  
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The r phase is transitory, and as the 
system matures, it is replaced by the 
K phase. Eventually slower growing, 
long-lived species or entities enter the 
system. Resources become less widely 
available as they become “locked up” 
in these slow-growing entities.  (The 
fast-growing plant species have died 
or been replaced by more effective 
competitors; the small, flexible com-
panies have disappeared, moved on to 
new opportunities or evolved into lar-
ger, more dominant firms.). The K 
phase is sometimes called the conser-
vation phase, because energy ac-
quired goes into maintaining or con-
serving existing structure, rather than 
building new structure. In this phase, 
a few dominant species or companies 
or countries—depending on the do-
main or scale being considered—have 
acquired many of the resources and 
are controlling the way they can be 
used. Systems often move very slowly 
from the r-phase, where there are 
many different species or companies, 
toward the K-phase, where only a few 
species or companies and their way of 
using resources have become domi-
nant.   
 
 

rr
KK

K phase: conservation
things change slowly;
resources ‘locked up’

One central tenant of resilience theory 
is that the longer the system stays in 
the K phase, the more vulnerable it is 
to disturbance. The system becomes 
vulnerable because of the accumu-
lated structure and numerous connec-
tions among components in the sys-

tem.  For example, in conifer forests 
older, more densely packed stands of 
trees are more susceptible to fire or 
insect outbreaks.  In general, as a few 
species or companies come to domi-
nate the system, the system becomes 
less and less flexible and more en-
trenched in particular ways of using 
resources.  While this has the advan-
tage, in many cases, of making the 
system more efficient, it can also in-
crease the vulnerability of the system.   
The increase in vulnerability eventu-
ally leads to the next phase of the cy-
cle. 
 

OO

rr
KK

Ω  phase: release
things change very rapidly;
‘locked up’ resources suddenly 
released

r phase: growth/exploitation
Κ phase: conservation

Often systems rapidly pass into a 
phase called omega. This is also re-
ferred to as the release (or creative 
destruction) phase because structure, 
relationships, capital or complexity ac-
cumulated during the r and K phases 
is released (often in a dramatic or 
abrupt fashion).  Plants may die (or be 
killed), releasing the nutrients held in 
the leaves and stems back into the 
soil, or a company may go bankrupt, 
releasing workers and de-
commissioning factories or offices.   
This phase may be disturbance driven, 
such as the pest or fire example in the 
previous paragraph.  They can also be 
planned or programmed disturbances 
such as prescribed fire management, 
or the declaration of bankruptcy by a 
business.  Release frequently (but not 
always) happens very quickly and the 
system rapidly moves into the next 
phase.  
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αα OO

rr
KK

r phase: growth / exploitation
K phase: 
conservation

Ω phase: release
α phase: re-organization/renewal
system boundaries tenuous; 
time for innovation

The fourth, or the alpha phase, is a 
period of reorganization, in which 
some of the entities previously re-
leased begin to be re-structured but 
not necessarily as they were before.  
This phase can mark the beginning of 
another trip through an adaptive cycle 
similar to the previous one, or the 
switch to a new adaptive cycle. In this 
reorganization phase, system bounda-
ries are tenuous. Many new entities 
may enter the system, and innovation 
becomes more probable. It can be dif-
ficult to see what might emerge from 
this phase, because not all of the spe-
cies, or businesses, or innovations will 
be successful. Eventually a few will 
establish themselves, however, and 
carry the system into the next r 
phase. But this time, the companies or 
species that dominate the r-phase 
might be different.  
 
 

αα OO
rr KK

αα OO
rr KK

Regime
Shift

This last point is a critical one. As sys-

tems move through adaptive cycles, 
subsequent cycles may look similar to 
previous ones, or they may look dras-
tically different. It is in the alpha 
phase that new possibilities emerge, 
and in the r-phase that those possibili-
ties begin to ‘sort themselves out’, as 
it were, with certain players or strate-
gies coming to dominate. Those win-
ning strategies and players can be 
very familiar—repeating earlier adap-
tive cycles—or very unfamiliar, repre-
senting something completely new. 
Again, it is at the reorganization phase 
that many systems can change re-
gimes, and hence begin a new adap-
tive cycle.   
 
In an earlier chapter, we learned 
about a different way of thinking 
about the dynamics of systems—
namely the ‘ball and basin’ approach. 
In a very loose way, one can relate 
the adaptive cycle to the ball and ba-
sin concept. The dynamics implied by 
the adaptive cycle can be taken as 
akin to a ball rolling around in the ba-
sin. A new adaptive cycle may appear 
if the ball (representing the current 
state of the system relative to the ba-
sin) were to reach a threshold and roll 
into a new basin. A repeat of an adap-
tive cycle might occur if the ball were 
to reach a threshold but roll back into 
the old basin.  This picture is a bit 
overly simplistic, and we’ll learn more 
about what might determine whether 
adaptive cycles are repeated or new in 
subsequent chapters, but the two 
analogies of adaptive cycles and balls 
and basins can both be useful in think-
ing about the dynamics of complex 
systems. 
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αα OO
rr

KK
Fore loop

Back loop

A common trajectory through the 
adaptive cycle is to go from r to K to 
omega to alpha. The r to K transition 
is sometimes called the fore loop of 
the cycle, while the omega to alpha 
transition is sometimes called the back 
loop. Resilience changes during these 
transitions. Resilience—the ability to 
withstand disturbance and still retain 
essential features of the system—is 
generally very high during the r phase 
and declines through the K phase.   
 
 

αα OO

rr
KK

 
 
The adaptive cycle is a very general 
representation. It does not apply to all 
types of systems. A system needn’t 
necessarily progress through the four 
phases in the order described above.  
Other transitions are possible. For in-
stance, a system could be in the r 
phase and experience an outside dis-
turbance so profound—such as a large 

earthquake or global economic reces-
sion—that it goes directly into the 
omega phase, bypassing K. Other sys-
tems appear to go directly from the 
back loop to the K phase, with large, 
dominant corporations appearing quite 
early (this would be more true in so-
cial and economic systems than in 
ecological ones). While still others can 
oscillate back and forth in the fore 
loop—creeping towards high K and 
then falling back towards r—or the 
back loop.  Some ‘controlled’ back 
loops, or back loops occurring at small 
scales, can skip the α phase—there is 
no real innovation, and no real sur-
prise about what will emerge.   
 
Finally, one should remember that the 
four phases of the adaptive cycle are 
general concepts. They can’t be pre-
cisely defined, and different observers 
may perceive different phases at the 
same time in the same system, par-
ticularly if the system is near a transi-
tion (e.g., r to K or K to omega). But 
the phases do have well-defined char-
acteristics, and being able to place a 
system in a particular phase, or being 
able to place it near a transition, is 
useful because it can aid in manage-
ment decisions. In particular, the 
types of management challenges and 
the vulnerabilities the system will 
face, vary from phase to phase, some-
thing we will return to in later chap-
ters.  
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Step 3.2 
Cross-Scale Interactions: 

Influences from Below 
 
 
As we’ve seen in a previous chapter, 
systems can operate on multiple 
scales of organization, from small to 
large. The notion of the four-phased 
adaptive cycle was also introduced 
earlier. Resilience theory suggests 
that this adaptive cycle operates at all 
scales of natural-resource systems, 
from the smallest to the largest. 
Leaves on a tree, for instance, are 
‘born’, die, and appear again. In this 
case, the new adaptive cycle repeats 
the previous one. Individual trees can 
be born, grow quickly, and mature be-
fore dying, again following the four 
phases of the adaptive cycle. Forests 
will, over longer time scales, come 
and go, again frequently passing 
through the four stages of the adap-
tive cycle. This nested set of adaptive 
cycles from small to large is frequently 
referred to as a Panarchy—different 
from a strict hierarchy. 
 
The resilience characteristics of any 
focal system are in large part deter-
mined by the interactions of scales 
across this Panarchy, from the focal 
system to coarser scales and from the 
focal system to finer scales. In this 
chapter, we focus on the finer scales. 
Finer scales can enhance resilience of 
the focal system when they are al-
lowed to change so that innovation 
and novelty can be introduced, in a 
controlled way, into the focal system. 
They can reduce the resilience of the 
focal system if they are tightly linked, 
such that disturbances rapidly spread 

from one fine-scale component to the 
next.  
 
Some novelty, change, and uncer-
tainty is inevitable in any complex so-
cial-ecological system. Back loop 
changes can be beneficial, as they can 
provide ‘windows of opportunity’ for 
resetting the system—formulating new 
relationships, allowing different re-
source uses and allocations, and/or 
fostering innovations in institutions 
and technologies. 
 
Society, however, often wishes to 
avoid back loops at larger scales be-
cause these can be difficult to man-
age, potentially causing much human 
suffering and ecological damage. It 
isn’t always possible to avoid these 
large-scale back loops; given enough 
time, any system at any scale will 
likely experience them, even when 
things are well managed. When the 
inevitable occurs, participants should 
make the most of the opportunity for 
reorganization and renewal. But wise 
management can, in many cases, mi-
nimize or reduce the number of back 
loops at the most socially damaging 
scales. This requires effective man-
agement of change at the finer scales 
of the system. 
 
Revolt dynamics 
 
One might instinctively conclude that 
avoiding a back-loop at the focal scale 
might require suppressing them at the 



40 

influences from below 

smaller scales. This has, in fact, been 
the approach pursued by many mod-
ern management programs. One of 
the critical insights of resilience the-
ory, though, is that avoidance of a 
back loop at the focal scale requires 
allowing back loops at smaller scales. 
Equally important, these back loops at 
smaller scales must be asynchro-
nous—in other words, they must be 
managed so that they do not all hap-
pen at the same time. This means 
maintaining the different sub-systems 
at different phases of the adaptive cy-
cle, or at least managing them so as 
to minimize the possibility that they 
will all be vulnerable to entering a 
back loop at about the same time. If 
the sub-systems are synchronous—all 
in the same or very similar phases of 
the adaptive cycle—the manager risks 
the back-loop dynamics growing and 
‘exploding’ to the focal scale or even 
higher. This is known as a ‘revolt’ dy-
namic (we will learn about the ‘re-
member’ arrow in the next chapter). 
 
 
 
Consider, for instance, the case of fire 
management in the Western United 
States. For many decades it was as-
sumed that the best way to avoid fires 
at the focal scale—large tracts of for-
est covering tens or hundreds of 

square kilometers—was to suppress it 
at the smaller scales of forest stands 
or patches. Fires that did ignite—
through human carelessness or natu-
ral causes—were quickly extinguished 
whenever possible so that they would 
not spread. 
 
What was the effect of this strategy? 
Large landscape-level fires became 
more prevalent, not less. Why? In 
large part it was because most of the 
subsystems—most of the forest stands 
and patches—hit a high K phase at the 
same time, with lots of mature trees 
and the accumulated fuel load associ-
ated with mature patches. When a fire 
was accidentally ignited in one patch, 
the neighboring patch was also highly 
susceptible to fire, and sparks and 
embers were highly effective in 
spreading the initial fire into a much 
larger forest fire.  
 
Now fire-management strategy is 
quite different. Fires at the patch or 
stand level are allowed to burn—
managers often even purposefully set 
these fires. But they are carefully con-
trolled and contained at the patch lev-
el. A ‘mosaic’ of stands of different 
ages and structures is created—a 
newly burned patch next to a mature 
patch next to a mid-successional 
(middle-aged) stand. This way mature 
stands that are highly susceptible to 
fire don’t neighbor each other, and 
fires that start accidentally have a 
higher probability of being contained. 
(Note that even with this more effec-
tive management strategy large fires 
cannot always be contained. Pro-
longed drought, for instance, or pest 
infestations can make large tracts of 
forest susceptible to fire even if the 
mosaic structure—patches at different 
phases of the adaptive cycle—is being 
maintained. Wise management can 

 

Remember

Revolt
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reduce the probability of large fire, but 
not eliminate it.) 
 
This management strategy may seem 
self-evident now—indeed, it has been 
practiced by many types of people for 
thousands of years—but one must not 
forget that these lessons about man-
aging change were, at least temporar-
ily, lost to some forest managers. The 
opposite notion—that suppression of 
change at smaller scales is beneficial 
for avoiding change at larger scales—
is present in many other more com-
plex natural-resource-management 
situations. This type of management 
seeks to tightly control systems, in-
stead of allowing for natural and inevi-
table variability. 
 
To reiterate, suppressing change at 
small scales creates a synchrony—
sometimes called hypercoherence or 
overconnectedness—that can ulti-
mately lead to all smaller-scale sys-
tems entering a back loop at about 
the same time, creating a back loop at 
the focal scale or higher. This is 
known as revolt. In addition, the focal 
scale is most susceptible to a back 
loop when it is in a high K phase; that 
is also a phase in which the focal scale 
may most constrain the subsystems, 
forcing them to pass through adaptive 
cycles in ‘orderly’ and synchronous fa-
shion. Thus, the focal scale may be 
most vulnerable to revolt dynamics 
when it is in a high K phase. Promot-
ing asynchronous back loops at the 
smaller scales, on the other hand, 
avoids the hypercoherence and makes 
a revolt cycle—or a back loop at the 
focal scale—less probable. 
 
 

Preventing back loops at the 
focal scale requires allowing 
them at finer scales. 
 
 
Of course, a manager could also at-
tempt to create hypercoherence if he 
or she were interested in creating a 
back loop at the focal scale. This 
might be necessary if conditions at the 
focal scale were untenable, and creat-
ing a window of opportunity for 
change were necessary. The challenge 
of this approach is that back loop dy-
namics cannot always be controlled, 
and the resulting ‘new’ system may or 
may not be what the manager (or so-
ciety) desired or intended. Nonethe-
less, some preparations can be made 
for guiding back-loop dynamics—we 
return to this in section X. 
 
The changes that result from asyn-
chronous back loops at small scales 
serve resilience at the focal scale in 
another way. As we learned briefly in 
the previous chapter, the natural tra-
jectory of many (but certainly not all) 
social-ecological systems is to push 
higher and higher into the K phase—
with very high efficiency of resource 
use, relatively strong conformity, and 
fairly tight controls on structure and 
function. This type of efficiency can be 
worthwhile, allowing, for instance, 
maximum exploitation of resources for 
advancing human well being. But it 
doesn’t come without cost. The high K 
phases are susceptible to internal and 
external disturbance that can push 
them into a back loop. When all re-
sources are fully and efficiently ex-
ploited, for instance, there is no ‘buf-
fer’ to utilize when an unexpected cir-
cumstance or crisis appears. Similarly, 
when there is high conformity and 
control, the ingenuity and flexibility 
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needed to deal with a crisis may be 
lacking. 
 
 

The focal scale is most vul-
nerable to back loops when it 
constrains the finer scales, 
forcing them to conform to a 
norm in a way that synchro-
nizes their dynamics. 
 
 
Societies and groups must then 
choose what ‘balance’ they wish to 
achieve between flexibility and con-
formity. Moving away from a high K 
phase at the focal scale may necessi-
tate allowing some constant, smaller 
forms of renewal or innovation to be-
come an integral part of the dynamics 
of the system. Back loops at sub-
scales can be an important way to in-
troduce this innovation. This is as true 
for social systems as it is for ecological 
ones—maintaining a vibrant city, for 
instance, may require allowing neigh-
borhoods to grow, ‘die’, and reorgan-
ize. Similarly, maintaining innovation 
and flexibility in a corporation may re-
quire promoting new leadership con-
figurations and responsibilities for em-
ployees.  
 
The trick is in managing or coordinat-
ing these changes, or back loop cy-
cles, so that only a few groups or ar-
eas are affected at any one time, and 
so that core components of the sys-
tem remain operational. While there 
will be some suffering associated with 
passing through the back loop, the 
suffering can in part be alleviated by 
the resources available from those 
parts of the system remaining in the 
front loop. When everyone is passing 
through a back loop simultaneously, 

those sorts of rescue resources may 
be unavailable. 
 





 

historic timeline 

 

 
 

3.3 
Cross-Scale Interactions: 

Influences from Above 
 
 
 
We learned in the previous chapter 
that the resilience of any particular 
focal system we’re interested in—a 
managed forest, a grazing livelihood, 
aquaculture—will depend not only on 
the phase of the adaptive cycle the 
focal system is in, but will also depend 
on the phases of the adaptive cycle of 
the coarser scales (systems above) 
and finer scales (systems below). Re-
silience also depends on the way in 
which nested systems at various 
scales are interacting with each other. 
In this chapter, we focus on the inter-
actions of the focal scale with the 
coarser scales. 
 
Consider first the question of what de-
termines whether, after a back loop, a 
very similar adaptive cycle will appear, 
or a fundamentally different one, Re-
silience theory suggests that the 
coarser scales can be critical in provid-
ing the ‘memory’ that allows the focal 
system to replicate earlier adaptive 
cycles. 
 
Take, for instance, the case of a forest 
stand destroyed by fire. Will the ensu-
ing stand eventually (after it has had 

time to grow) look much like the pre-
vious stand, or might it look drasti-
cally different? If there is an intact 
surrounding forest to provide an influx 
of new propagules (seeds), then the 
new stand will very likely replicate the 
surrounding forest. (This could either 
happen after the fire, or earlier, 
through an influx of seeds into the 
seedbank.) The intact forest (higher-
level system) with its propagules 
serves as the memory for the focal 
system (the stand). If the surrounding 
landscape is highly fragmented, 
though, with many different types of 
ecosystems providing a source of 
seeds, it can be difficult to say which 
will get their first, or establish. There 
are still seeds that can potentially be 
thought of as sources of memory, but 
there is now more than one type of 
memory. The new stand may look like 
the old, or it may not. 
 
Note that in the first case—a relatively 
homogeneous and intact forest—our 
coarser scale is likely in a K phase—a 
few dominant species occupying a 
large proportion of the landscape. In 
the second case—a fragmented and 
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diverse landscape—the coarser scale 
is more likely in an r phase, or an r to 
K transition, or even a back loop. Thus 
memory is strongest when the coarser 
scale is in a K phase. In other words, 
if our focal system were to go through 
a back loop, we would most likely ex-
pect the new adaptive cycle to repli-
cate the old when the coarser scale is 
in a K phase. Memory would be ex-
tremely weak if the coarser system 
were in a backloop, or very early in an 
r phase. 
 

Remember

 
 
These insights extend to social, eco-
nomic, and social-ecological systems 
as well. Consider another simple ex-
ample—the dissolution and remaking 
of a household. This could happen 
through children leaving to marry, di-
vorce, or death, to name a few. The 
new household that reforms may look 
very much like the previous one (nu-
clear family, extended kinship groups) 
or quite different. This is in part de-
termined by the ‘memory’ of the cul-
ture in which the household is embed-
ded. Are only a few household struc-
tures found to be acceptable, or are 
there many different forms that might 
be allowed (e.g., same-sex couples, 
collection of unrelated young adults 
and their children)? How strong is the 
culture in enforcing the preferred 
models? One can imagine political ex-

amples as well—after a revolution, for 
example, how many of the structures 
and forms of government are bor-
rowed from earlier manifestations, and 
how many are truly new? Often (but 
not always) past experiences and tra-
ditional institutions will be important 
in determining the form and responsi-
bilities of the new or reshaped gov-
ernment. 
 
Strength of connections 
This latter example illustrates a sec-
ond important point—the strength of 
memory will not only depend on the 
phase of the adaptive cycle of the 
coarser scale, but on the strength of 
the constraints and connections im-
posed on the focal system by the 
coarser scale. The coarser scale may 
be in a K phase, but ‘indifferent’ to the 
trajectory taken by the focal system if 
many trajectories are possible or tol-
erated. If few trajectories are toler-
ated, and the coarser scale is strongly 
connected to the focal system, mem-
ory will be highly effective. If many 
trajectories are tolerated, and/or there 
are only weak connections between 
the coarser scale and the focal sys-
tem, memory will be weaker and less 
effective. 
 
 

Coarser scales provide the 
‘memory’ during reorganiza-
tion phases of adaptive cy-
cles. 
 
 
Note that effective memory isn’t al-
ways a good thing. At times it may be 
desirable to break the patterns of past 
adaptive cycles and enter a new tra-
jectory. The constraints from the top 
may hamper this—if new trajectories 
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are desired, some weakening of the 
constraints visited from the top may 
be needed, or a greater tolerance for 
alternative trajectories may need to 
be cultivated. This can be true in eco-
logical as well as social systems.  
 
Constraints from above can also intro-
duce ‘hypercoherence’ at the focal 
scale (see previous chapter). Breaking 
the constraints being imposed by the 
coarser scale(s) may be necessary.  
 
Larger systems can constrain smaller 
ones through the types of subsidies 
that are provided. This is in both the 
ecological realm (such as water and 
nutrients along a flood plain), or in so-
cial realm (such as policies that limit 
types of practices. These can be both 
positive and negative influences.    
 
 

The influences from coarser 
scales are sometimes overly 
constraining, reducing flexibil-
ity and resilience at focal 
scales. 
 
 
At the same time, it is desirable to 
impose some constraints on tolerated 
trajectories—if any configuration is 
permitted, it means there is no com-
mon conception of rules, traditions, or 
norms. This can make it virtually im-
possible for large (or even small) 
groups of people to live together in 
social collections. Some constraint on 
the behaviors that are permitted will 
be required if society is to function ef-
fectively and efficiently. (We wouldn’t, 
for instance, have to continuously re-
negotiate the rules for a group to work 
through this set of chapters and as-
sessments. Some recognition of an 

acceptable process is required if the 
assessments are to be completed at 
all.) The desired ‘balancing’ of flexibil-
ity and stringency depends on the 
group or the culture, and on the social 
and ecological conditions in which that 
group or culture finds itself embedded.  

 
This balancing of flexibility and strin-
gency can however, be used to man-
age resilience. ‘High K’ phases are 
usually characterized by low flexibil-
ity/high stringency or efficiency. These 
high K phases are also vulnerable to 
being pushed into the back loop. If 
one wants to maintain the status quo, 
resisting a complete push towards ef-
ficiency at the expense of flexibility 
may be warranted. This can be 
achieved by allowing some diversity 
and innovation to be introduced from 
lower levels, as was discussed in the 
previous chapter. But sometimes the 
‘demands’ or constraints from above 
prevent such balancing—the push is 
towards greater and more efficient re-
source use, for instance, reducing the 
ability to balance too great an empha-
sis on efficiency with some flexibility. 
Thus another important aspect of re-
silience lies in assessing whether the 
‘memory’ imposed from above is over-
ly constraining, or allows some ex-
perimentation, innovation, and flexibil-
ity while maintaining ‘useful’ forms of 
memory. We’ll be evaluating memory 
and constraints in the assessments 
that follow. 
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